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Preface







the capabilities necessary for data scientists and ML engineers to design and
deliver ML solutions in the real world.

In the past, we've presented the principles, practices, and hands-on exercises in
this book to data scientists, ML engineers, PhD students, software engineers,
guality analysts, and product managers, and we've consistently received positive




you to try out the practices in your teams, and we hope you'll experience firsthand
the value that they bring in real-world projects.

Approach this book with a continuous improvement mindset, not a perfectionist
mindset. There is no perfect project where everything works perfectly without chal-
lenges. There will always be complexity and challenges (and we know a healthy
amount of challenge is essential for growth), but the practices in this book will help
you minimize accidental complexity so that you can focus on the essential complexity
of your ML solutions and on delivering value responsibly.

How This Book Is Organized

Chapter 1, “Challenges and Better Paths in Delivering ML Solutions”, is a distillation
of the entire book. We explore high-level and low-level reasons for why and how
ML projects fail. We then lay out a more reliable path for delivering value in ML
solutions by adopting Lean delivery practices across five key disciplines: product,
delivery, machine learning, engineering, and data.

In the remaining chapters, we describe practices of effective ML teams and ML
practitioners. In Part I, “Product and Delivery”, we elaborate on practices in other
subsystems that are necessary for delivering ML solutions, such as product thinking




Part II: Engineering

Chapters 3 and 4: E ective dependency management

Here, we describe principles and practices—along with a hands-on example
that you can code along with—for creating consistent, reproducible, secure, and
production-like runtime environments for running your code. When we hit the
ground running and start delivering solutions, you'll see how the practices in this
chapter will enable you and your teammates to “check out and go” and create
consistent environments effortlessly, instead of getting trapped in dependency
hell.

Chapters 5 and 6: Automated testing for ML systems

These chapters provide you with a rubric for testing components of your ML
solution—be they software tests, model tests, or data tests. We demonstrate how
automated tests help us shorten our feedback cycles and reduce the tedious effort
of manual testing, or worse, fixing production defects that slipped through the
cracks of manual testing. We describe the limits of the software testing paradigm
on ML models, and how ML fitness functions and behavioral tests can help
us scale the automated testing of ML models. We also cover techniques for
comprehensively testing large language models (LLMs) and LLM applications.

Chapter 7, “Supercharging Your Code Editor with Simple Techniques”
WEe'll show you how to configure your code editor (PyCharm or VS Code) to help
you code more effectively. After we've configured our IDE in a few steps, we'll go
through a series of keyboard shortcuts that can help you to automate refactoring,
automatically detect and fix issues, and navigate your codebase without getting
lost in the weeds, among other things.

Chapter 8, “Refactoring and Technical Debt Management”
In this chapter, we draw from the wisdom of software design to help us design
readable, testable, maintainable, and evolvable code. In the spirit of “learning by
doing,” you'll see how we can take a problematic, messy, and brittle notebook and
apply refactoring techniques to iteratively improve our codebase to a modular,
tested, and readable state. You'll also learn techniques that can help you and your
team make technical debt visible and take actions to keep it at a healthy level.
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n This element indicates a warning or caution.
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Using Code Examples

Supplemental material (code examples, exercises, etc.) is available for download at:

« https://github.com/davi ed/loan-default-prediction
« https://github.com/davi ed/ide-productivity
* https://github.com/davi ed/refactoring-exercise

If you have a technical question or a problem using the code examples, please send
email to support@oreilly.com.

This book is here to help you get your job done. In general, if example code is
offered with this book, you may use it in your programs and documentation. You
do not need to contact us for permission unless you're reproducing a significant
portion of the code. For example, writing a program that uses several chunks of code
from this book does not require permission. Selling or distributing examples from
O'Reilly books does require permission. Answering a question by citing this book
and quoting example code does not require permission. Incorporating a significant
amount of example code from this book into your product’s documentation does
require permission.

We appreciate, but generally do not require, attribution. An attribution usually
includes the title, author, publisher, and ISBN. For example: “E ective
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platform gives you on-demand access to live training courses, in-depth learning
paths, interactive coding environments, and a vast collection of text and video from
O'Reilly and 200+ other publishers. For more information, visit https://oreilly.com.

How to Contact Us

Please address comments and questions concerning this book to the publisher:

O'Reilly Media, Inc.

1005 Gravenstein Highway North

Sebastopol, CA 95472

800-889-8969 (in the United States or Canada)
707-827-7019 (international or local)
707-829-0104 (fax)

support@oreilly.com
https://www.oreilly.com/about/contact.html

We have a web page for this book, where we list errata, examples, and any additional
information. You can access this page at https://oreil.ly/e ective-ml-teams.

For news and information about our books and courses, visit https://oreilly.com.
Find us on LinkedIn: https://linkedin.com/company/oreilly-media
Follow us on Twitter: https://twitter.com/oreillymedia

Watch us on YouTube: https://youtube.com/oreillymedia
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